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Abstract

In a time when conservation strategies based on biodiversity data are needed, our knowledge about its geographical distribution is scarce and biased. Most regions and living organisms’ groups are partly or completely unknown, so estimated maps of biodiversity attributes are needed. To reach this target quickly, it seems necessary to develop new survey planning methods and rapid, easy-to-use statistical methods able to forecast several biodiversity attributes on a reliable manner. Biogeographers and conservation ecologists have proposed several methods to face the latter goal, and arising Geostatistics also provide some interpolation methods, but there exists a lack of knowledge about which distributional data are good enough to produce good results, and also about which forecasting method is the best to use at a given spatial scale on each kind of territory and group of organisms. It is in this task where the joint work of mathematicians and biodiversity scientists is needed.

Many of the problems occurring when modelling the spatial distribution of biodiversity attributes are discussed, and a step-by-step heuristic modelling methodology that tries to afford many of them, based on the use of GLM with environmental and spatial variables, is also proposed and discussed. Its use has been exemplified by the developing of a model to forecast species richness scores for a group of insects (Col., Scarabaeinae) on the Iberian Peninsula.
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1 Introduction

After more than 250 years of faunistic and taxonomic data accumulation by scientists devoted to the study of life’s diversity and distribution, there is no locality in the world with a complete inventory of the living organisms inhabiting it. We are unaware of its approximate spatial distribution, ever its total number [1]. Unfortunately, this knowledge is absolutely necessary to design feasible biodiversity conservation policies [2]. Due to this picture, it has been suggested that modelling the spatial distribution of biodiversity attributes is the more rational, rapid choice for biodiversity assessment [3]. However, modelling the geographic distribution of living organisms seems to be a rather impracticable task.

The geographical distribution of earth’s biota is the result of a huge and dense network of factors, operating at diverse temporal and spatial scales. In spite of many decades of growth of ecology as a science, this complexity has avoided the development of a theoretical framework able to explain the causes that promote the observed distribution patterns [4-6]. Since the 1990 decade, many environmental scientists from different science fields have focused its work to explore patterns at a wider, macroecological, working scale, in order to obtain a better understanding of biodiversity patterns and its underlying processes. The joint appearance of new tools and techniques, such as personal computers (PCs), Geographic Information Systems (GIS) and Geostatistics, has allowed this new science field to use powerful spatial analysis, great computation power and a lot of georreferenced-high quality environmental information [7].

Modelling techniques can play an important role in the description of the geographical patterns of some biodiversity-related variables, such as species richness, rarity or phylogenetic diversity. Moreover, the models developed can even suggest possible mechanisms and experiments to explore the relative influence of different factors on these variables [4, 8].

Two main approaches have been used to model the distribution of biodiversity-related attributes. A first one looks for an environmental variables-based function able to account for as much variation of the used attribute as possible, by means of any kind of heuristic, iterative, search [9-33]. Here, the key criterion is to find a forecasting function from a given set of variables, whether the selected variables have a functional influence on biodiversity or not. The second approach, being strict, is a variation of the former, but, in this case, a causal relationship between predictor and response variables is first identified to, subsequently, assign a probability of occurrence for each species depending on the ranges of the environmental variables in which it occur. Both the genetic algorithms-based approximations [34-36] and those developed for the use in gap analysis techniques [37, 38] belong to this latter approach. The exhaustive search of the best function from all
the possible combinations of predictor variables [39], although being a promising technique, has not been ever used for this purpose, maybe due to the general lack of communication between biogeographers and mathematicians.

Apart from this, little is known about the limitations and drawbacks implicit in the biological dependent variables modelled, which, joint with the attractive results produced by the commented new methodologies, has unfortunately leaded to an abuse of the use of them with poor quality biological data (response variable), and even ignoring the main problems inherent to real environmental datasets (predictor variables). In this paper we analyse the main shortcomings that a heuristic search must avoid when modelling biodiversity attributes. We propose a step-by-step procedure designed to overcome some of these problems, using a stepwise Generalized Linear Model-based heuristic technique. As a practical example, we create a model of species richness (number of species present in a given territory) of a family of dung-feeding beetles (Coleoptera, Scarabaeinae [40]) in the Iberian Peninsula [31].

2 The use of real biological data

In order to build a predictive model of biodiversity spatial distribution with real distributional data of a given region, we have to deal with three main problems:

i) the existence of different data sources,
ii) the heterogeneity in data quality and origin,
iii) the lack of knowledge about how complete are the inventories found for a given territory.

2.1 Data compilation and storage

First, the information available is almost always scarce, heterogeneous, and dispersed over a lot of sources such as scientific publications, Natural History Museums and private collections. To use this information, it is necessary to develop a database able to compile it exhaustively, including data from all available sources for the group studied in the territory analysed.

To achieve this, we have to establish data storage protocols, which allow us to use this information both in qualitative and quantitative ways, to access to and share it easily, and also to compare it among different groups and regions. The database developed must include, at least, the following fields: date of capture or observation, place [and also spatial coordinates in a common-use reference system, such as Geographical (Lat/Long) or Universal Transverse Mercator (UTM)], ecological data of the capture relevant for the group studied (habitat characteristics, feeding, altitude, host species, etc.), number, and sex if available, of captured/observed specimens, capture or observation method, collector
or observer’s identity, taxonomic determination’s responsible (in order to assess the accuracy of the data), place of storage (for specimens from Natural History Collections) or bibliographic reference, and other useful data, such as genome sequences, morphotype, etc.

In the example case of Iberian Dung Beetles, the BANDASCA database (see structure in reference 41), that at present contains 15,740 records and 101,996 individuals of the 53 Iberian dung beetle species [40], complies with this requirements. Data from this database will be used to carry out the practical example of the methodology.

2.2 Choosing the information and sampling effort units

Once all the distributional information available has been compiled, it is necessary to find a homogenous data unit which might be used to assess how completes are the inventories extracted from the database all over the studied territory. This data unit can be partitioned into two main parts: the spatial definition of the selected territorial unit, and the sampling effort measure for the information referred to each one of these units.

The territorial unit must be the minimum area possible taking into account:

i) availability and accuracy of biological information,

ii) real biogeographic meaning,

iii) spatial resolution of the available environmental information and

iv) total surface area of the studied region.

It is advisable to choose territorial units that maintain similar or comparable surface areas regardless its spatial location inside the studied region (spatial scale), independently from the total area (extent sensu reference 42) or the geographical situation of the region. Moreover, it is also important that these units could be easily aggregated into bigger ones (nestedness). Due to this, common reference grids, such as those based on Geographical Coordinates (i.e. one degree grid), or those derived from the Universal Transverse Mercator system (i.e. 10 Km. UTM grid), remain as the best-possible option.

To identify the main biogeographic patterns present in the spatial distribution of species richness in the Iberian Peninsula, we have chosen the 252 50X50 km Iberian UTM grid cells with more than 85% of land surface. We have decided to use the UTM grid, better than using the Lat/Long one, because, over extensive territories, its cells present the same surface area. The 50 km² cell was chosen because of the general purpose of the analysis, as the use of a smaller one (i.e. 10 km²) would, maybe, obscure some general patterns, due to the ‘noise’ produced by local processes, such as micro-ecological and population dynamics-related ones. It also provides an enough number of cases (252), and allows us to use all the information of the environmental database (see section 2.1).

On the other hand, the sampling effort measure must be easily taken out from all the kinds of information compiled in the database, and a good surrogate, whether it is not a
direct measure, of the real sampling effort (i.e. time/person or number of traps). As usually occurs, the distributional information stored in BANDASCA comes from a bunch of studies carried out with different methodologies and purposes, in which no information is provided about the sampling effort carried out. To overcome this picture, we have chosen as sampling effort unit the number of database-records contained in the database for each UTM 50X50 grid cell, on the assumption that species occurrence probability in a site positively correlates with the number of database-records. Here, the database record is defined as a pool of specimens of a single species with identical database field information (locality, altitude, date of capture, type of habitat and food resource, among others; see BANDASCA database [41]) regardless of the number of specimens. Any difference in any database field value gives rise to a new database-record. As database records have been proved to be a good surrogate of sampling effort, being its scores highly correlated with direct measures of sampling effort (i.e. number of traps or days/person; unpublished data), increments of the number of database-records provide correlative increments of the sampling effort.

2.3 Identifying the well-sampled territorial units

When mapping the geographical distribution of the sampling effort extracted from BANDASCA, a biased map appears (Figure 1). It is known that biogeographic diversity patterns for almost all insect groups reflect the distribution of the areas investigated by entomologists [43], and in the Iberian Peninsula, the geographic distribution of the entomologists themselves, rather than the geographic distribution of organisms [31, 32, 44]. So, as no assess on how complete are the inventories for each grid cell is available, where does the inventories are reliable, and where does not?

We have identified the adequately sampled grid cells by investigating, for each grid cell, the increase in the number of species present in the inventory when new database records are added. To eliminate the bias produced by the order each database record is included in the curve, this order was randomized 500 times [45]. The adequacy of sampling in each square was determined by a negative exponential function that describes the rate of species added to the inventory ($S_r$) with the increase in sampling effort (number of database records; $r$) [45-48]. According to Soberón and Llorente [46] and Colwell and Coddington [47] this relationship is given by

$$S_r = S_{\text{max}} [1 - \exp(-br)]$$

Where $S_{\text{max}}$, the asymptote, is the estimated total number of species per square, and $b$ is a fitted constant that controls the shape of the curve. The curvilinear function was fitted by the quasi-Newton method. Because 100% richness requires an infinite number of database records, the number of records required for a rate of species increment ≤ 0.01 (i.e. one added species each 100 records; $r_{0.01}$) was calculated:
We have considered as well sampled enough those grid cells where the total number of database records is higher than its $r_{0.01}$ score (it is necessary a sampling effort of more than 100 records to find a new species for the inventory). 82 UTM squares were selected by this method. All of them have been used to forecast Scarabaeinae species richness over the rest of the Iberian territory.

\[ r_{0.01} = \frac{1}{b} \ln (1 + \frac{b}{0.01}) \] [46].

Figure 1: Number of database records compiled in BANDASCA database of Iberian Scarabaeinae for each UTM 50X50 grid cell. Modified from reference 31.

3 Data modelling

Once territorial units with reliable data have been identified, the next step is to spread this knowledge over all the territory. We must be able to extract the patterns, both environmental and spatial, from this sample, and extrapolate them by means of a modelling technique. Patterns that arise in species distribution are the result of three main causes:
i) the adequacy of the environment to their ecological requirements (ecological niche),
ii) its dispersal and colonization capabilities (vagility), and
iii) unique and contingent events (history).

While the variables that account for the first factor are easy to find and model, for the second and, specially, the latter, this goal results an almost impossible task. However, in spite of the difficulty of reconstructing the historical processes that have led to present species distribution, we assume that they may produce a spatial pattern [49]. Due to this, the modelling technique used must use both environmental information, which accounts for the potential distribution of the species, and that information stored in the spatial structure of the data (historical influence).

### 3.1 Origin of the predictor variables

Explanatory variables for the entire territory investigated can be extracted from environmental and topographic digital maps included in a GIS, overlaying this data layers with the polygons of each territorial unit [2,7]. At least, the available information must include, at the best possible resolution, the following datasets:

- **Environmental Data**, with three main groups:
  - Climatic data, including common variables such as mean temperature or annual precipitation, and other variables which may be important for the group studied, such as summer precipitation or number of days with freeze.
  - Geomorphologic data, such as a Digital Elevation Model (DEM) and variables derived from it (slopes, aspect, watersheds, etc.).
  - Substrate-referred data, such as geology, soil type or hydrology.
    - Land Use/Land Cover maps, to include actual land occupancy into the estimate.
    - Other relevant information, such as variables which could produce negative impacts on the group species’ distribution, socio-economic variables, Remote Sensing products, etc.

In the example case, for the adequately sampled grid cells 24 continuous variables were extracted using the GIS software Idrisi 2.0 [50]: two spatial variables (central latitude and central longitude); two geographic (distance from Pyrenees and sea area); three topographic (minimum, maximum and mean elevation); two geologic (calcareous and acid rock surface); six climate (minimum and maximum monthly mean temperature, annual mean temperature, total annual and summer precipitation, and annual days of sun); four land use (cultivated and urban area, forest, scrub and grassland area); and five environmental diversity variables (altitude range, annual temperature precipitation variation, land use and geologic diversity).
The climate data for each square are courtesy of W. Cramer (CLIMATE database v.2; http://www.pik-potsdam.de/~cramer/climate.htm). Annual temperature variation and annual precipitation variation are taken as the difference between the most extreme monthly values. The topographic and spatial data were extracted from a DEM of the Iberian Peninsula (grid cell size of 1 km) with the polygons of grid cells using the GIS [50]. Land use data come from a reclassification of the raster information (282 meter resolution) on the 44 land cover categories present in Spain and Portugal provided by the European Environment Agency (CORINE Programme 1985-1990) [51]. The different land cover categories have been grouped into four: forest (all types of forests), scrub and grassland area surface (either natural or artificial), and the surface of areas with strong anthropic influence (urban, industrial and cultivation zones). Geologic data were obtained by digitising, from an Iberian map [52], soils on calcareous rocks, on acid rocks (siliceous), and soils on clay (spatial resolution of 1 km). Land use and geologic diversity in each grid square was estimated using the Shannon diversity index [53]:

$$H' = - \sum p_i \log_2 p_i$$

where $p_i$ is the relative frequency of each one of the 44 land cover categories [51], and of each geologic category, respectively.

Predictor variables were standardised to zero means and unit variances to eliminate the effect of differences in the measurement scale for the different independent variables. The algorithm used for the standardization was:

Std. Value = (raw value - mean) / std. deviation

except for the case of LAT and LON, that were standardized as recommended by Legendre and Legendre [49]:

Std. Value = raw value – mean

### 3.2 Model building

There are four main problems with the use of environmental variables to build species richness predictive models: 1) the collinearity, and thus interdependence, of predictor variables used; 2) the spatial autocorrelation of variables; 3) the usual non-linear relationship between the dependent and independent variables; and 4) the frequently complex interactions among explanatory variables.

Environmental variables are usually correlated among themselves, making them collinear. This collinearity may bias model parameter estimation, but, if the aim is to forecast, maximizing the explained variance of the data, with no ecological inference, collinearity of the explanatory variables is not a concern [49].
As spatial heterogeneity in nature is the result of non-random processes, spatial autocorrelation is also an intrinsic propriety of biological and environmental variables [49]. Autocorrelation in one variable implies the spatial dependence of observations, invalidating the assumption on which classical statistical tools are based, since the observed values of variables at any given locality are influenced by those of the neighboring localities. What can be done in this case? The removal of spatial autocorrelation, a consequence of the processes that lead to species richness spatial patterns, would diminish the impact of spatially structured factors, thus reducing the forecasting ability of the model [49, 54]. Thus, the key criterion when developing regression models with spatially autocorrelated data is to check if function errors (residual scores) from the final model are spatially autocorrelated. In this case, at least one spatially structured variable was not included in the analysis [55, 56]. Spatial variables have been included in the modelling procedure (see below) in order to include these hypothetically ignored variables, as well as spatial patterns produced by historical processes. To check that function errors are not spatially structured Moran’s I and Geary’s C autocorrelation tests were used [57], dividing all the possible UTM50 pairwise comparisons in eight distance classes.

We have used a Generalized Linear Model (GLM) stepwise, heuristic procedure to model variation in Scarabaeinae species richness as a function of the most significant environmental and spatial explanatory variables [58, 59] (see references 12, 19, 24 and 60-62 for a description of the method and some examples). A Poisson error distribution for the number of Scarabaeinae species was assumed, and was linked to the set of predictor variables by means of a logarithmic link function [63].

The adequacy of the models developed was tested by means of the change from a null model in which the number of parameters is equal to the total number of observations (n=82) and the species richness is modelled alone (with no explanatory variables; see reference 59). The goodness-of-fit of the models was measured by the deviance statistic and the change in deviance F-ratio tested [58, 59], with a change in deviance significance level of 0.05.

A forward stepwise procedure was used to enter the variables into the model. In order to account for non-linear relationships, in a first step the total number of Scarabaeinae species registered on each adequately-sampled UTM50 was related, one-by-one, with each predictor variable’s linear, quadratic and cubic function. The function that accounted for the highest reduction in deviance from that of the null model was selected [10, 19, 60]. Next, from the functions selected before, the one that accounted for the most important change in deviance was chosen. Then all the remaining functions were added one-by-one to the model and tested again for significance in the change of deviance. The one which accounted for the most significant change was included in the model. After each significant inclusion, the new model was submitted to a backward selection
procedure, in order to eliminate those terms that had become non-significant. This procedure was repeated iteratively until no more statistically significant changes remained.

As interactions between variables are often highly predictive [10], subsequently the importance of all the interaction terms between explanatory variables (including spatial) was tested by adding them sequentially one by one to the previously obtained model. Again, a backward procedure was used after each forward inclusion.

Finally, spatial variables were added to the model. As commented before, this would include in our analysis the influence of ignored spatially structured variables, also diminishing the probability of occurrence of spatially autocorrelated residuals. The nine terms of the third-degree polynomial equation of latitude and longitude (Trend Surface Analysis; \( b_1 \text{LAT} + b_2 \text{LON} + b_3 \text{LAT}^2 + b_4 \text{LAT} \times \text{LON} + b_5 \text{LON}^2 + b_6 \text{LAT} + b_7 \text{LAT}^2 \times \text{LON} + b_8 \text{LAT} \times \text{LON}^2 + b_9 \text{LON}^3 \)) have been added to the former model and submitted to the backward stepwise selection procedure in order to remove the non-significant terms (see references 49 and 64).

### 3.3 Residual analysis

Once a preliminary model was chosen, the residual analysis recommended by Nicholls [12] was carried out to identify outliers, those grid squares in which the residual absolute value is greater than the standard deviation of the predicted values. Points with high scores of Potential Leverage (PLV) were also selected. The PLV is a measure of the distance of each observation from the centroid of the multi-dimensional space defined by the variables included in the model. Each of the outliers and observations with high PLV was explored in order to ascertain if it were due to erroneous data, or if it included part of the environmental variability of the investigated territory different from the rest of the observations. While the former should be deleted, the latter kind of observations may remain in the model in order to include as much environmental heterogeneity as possible. The final model parameters were then estimated after the deletion of the real outliers.

### 3.4 Goodness-of-fit and predictive power of the models

The best method to test model reliability is empirical: an inventory taken in the poorly sampled zones to check if predicted and real scores are similar. However, this method is, in most cases, too much expensive and slow. Several statistical tools can be used on the dataset to reach this objective. To check the final model, a Jackknife test was carried out. With a data set of \( n \) grid cells the model was recalculated \( n \) times, leaving out one square in turn. Each one of the regression models based on the \( n-1 \) grid squares was then applied to that excluded square, to predict species richness score in each territorial unit. Then
observed and estimated values were checked for correlation using the Pearson correlation coefficient.

The percentage of explained deviance for each model was calculated to obtain an estimation of the total variability of the data explained by each model [59]. Moreover, to estimate the predictive power of the model, the relative distance between the predicted value for case i when excluded in the model building (\(P_i\)) and the observed score (\(O_i\)) is used as a prediction error (\(E_i\)) for that observation [65]. The percentage error for case i is:

\[
E_i = \left| \frac{O_i - P_i}{O_i} \right| \times 100
\]

The mean of all the error estimations (Mean Prediction Errors; MPE) was used as a measure of the prediction error associated with the model, and the inverse of this measure (\(\text{MPE}^{-1} = 100 - \text{MPE}\)) as an estimation of the predictive power of it.

### 3.5 Modelling Iberian dung beetle richness

After the ascertainment of all adequately sampled 50 x 50 km grid cells (\(n = 82\)), a preliminary model was developed. Residuals and PLV scores derived from this model where investigated. Seven grid cells, located in the most intensively surveyed regions were supposed to be real outliers [31]. Therefore, to build the final predictive model of species richness these seven grid cells were removed (\(n = 75\)).

When tested separately as either linear, quadratic, or cubic functions, 8 environmental variables (distance from Pyrenees, minimum, maximum, and annual mean temperature, total annual precipitation, annual days of sun, grassland area, and land-use diversity) and the quadratic and cubic terms of latitude were significant. As the linear function of annual days of sun accounted for the most important change in deviance, this variable was the first included in the model; then, the linear function of maximum elevation was selected, followed by the quadratic function of grassland area, although only its quadratic term accounted for a significant change in deviance. In the next step, the cubic function of land-use diversity was the only environmental diversity variable added to the model, being its quadratic term deleted from the model. From the interaction terms, the joint effect of forest area and geologic diversity, terrestrial area in grid square x maximum elevation, latitude x annual precipitation variation, and calcareous rocks x geologic diversity entered iteratively in the model, but their inclusion removed the cubic term of land use diversity. Finally, significant spatial terms (the quadratic and cubic terms of latitude) were added to the previous model, although the linear term of annual days of sun and the interaction between latitude and annual precipitation variation were removed during the selection procedure. The final model was:
\[ S = \exp[c + \text{Maximum elevation} + (\text{Grassland area})^2 + \text{Land use diversity} + (\text{Forest area} \times \text{Geologic diversity}) + (\text{Terrestrial area in grid square} \times \text{Maximum elevation}) + (\text{Calcareous rocks} \times \text{Geologic diversity}) + \text{Latitude}^2 + \text{Latitude}^3], \]

where \( S \) is the total number of dung beetles and \( c \) is the intercept. This model explains 62.41\% of the total deviance [31].

Residuals from this new model were normally distributed, the plot of residuals versus predicted values form a homogeneous cloud around the center, and the standard errors of the coefficients were low. None of Moran's \( I \) values in the different lag classes were significant at a 0.05 significance level with the Bonferroni correction (they were not spatially autocorrelated). However, plotting predicted versus observed values showed an overestimation of the number of species at low species richness squares, and an underestimation at high species richness ones. This drawback of the model remains even if we eliminate all observations that could potentially be considered outliers. The results of a jackknife test on the final model show strong correspondences between observed species richness scores and those predicted by the jackknife procedure for the 75 squares. The correlation between observed and predicted values was positive and significant, being the MPE\(^{-1}\) = 84.1\%, showing that the predictive model was reasonably good in spite of its tendency to reduce the difference between the lowest and highest species richness scores [31].

Similar analysis of Scarabaeinae species richness distribution carried out over Portuguese (0.01 confidence level; explained deviance = 85.4\%; MPE\(^{-1}\) = 90.8\%) [30] and French (0.05 confidence level; explained deviance = 86.2\%; MPE\(^{-1}\) = 82.3\%) [33] territories obtained better scores both for explained deviance and MPE\(^{-1}\). This may be due to the higher environmental homogeneity of both territories with respect to the entire Iberian Peninsula, pointing out that, as may be expected, patterns arising from heterogeneous processes are more difficult to model.

4 Discussion

From the presented results it can be ascertained that it is possible to produce a reliable geographical estimation of the species richness of a given group by means of an exhaustive compilation of distributional data, an assess of the sampling level of the territory studied, and a GIS-based environmental and land-use dataset in which the spatial structure of the response variable must be taken into account. The forecasted maps may allow us to identify major spatial patterns of many biodiversity attributes [4], and also can be used in conservation policies.

However, dung beetles are one of the taxonomically best-known insect groups, and, due to their attractiveness and easy capture, one of the more collected by professional and
amateur entomologists, just one step beyond butterflies. In the Iberian Peninsula, all the present species are known and can be identified [40], and there exists a long tradition of scientific study over them. Unfortunately, this picture is not the same for the great majority of living groups and world regions.

With so much inventorying work to be done for nearly all biota worldwide, and the pressing need to identify the species richness geographical distribution due to the so-called biodiversity crisis, how can the spatial distribution of biodiversity be described within a reasonable time? There are too many unstudied groups, too many unexplored regions, very few resources and very few taxonomists in the world. As sampling all poorly explored or unexplored territories, and identifying and classifying all the unknown species, seems to be impractical in the short term [32, 66-72], other strategies must be used. Hence, it is necessary to design procedures to quickly and cheaply identify areas of greatest diversity, so it seems to be more reasonable to:

− develop new methodologies of sampling design at regional scales which allow us to maximize our inventory capability (recover more species with less economic and time costs),
− build extensive databases of species distributional data, with general sharing protocols which allow its general and easy use and comparison via WWW,
− and find easy-to-use predictive modelling techniques based on environmental and spatial variables.

To deal with the latter task, a joint collaboration between biologists and mathematicians is needed, in order to test all the different methodologies able to produce forecasted maps of diversity attributes such as species richness (heuristic modelling, niche modelling, exhaustive model search, spatial interpolation techniques such as kriging and co-kriging, etc.) at as much spatial scales and over as much regions and groups as possible. The strengths and weaknesses of each technique at each spatial scale on each kind of region and each group must be analysed, allowing an accurate assessment of which method and spatial scale must be used in each case, in terms of simplicity, accuracy and time consume. Once this information is known, regional surveys could be designed to reach faunistic levels of knowledge enough to allow a reliable forecast with the less possible cost.
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