Predicting species' abundances from occurrence data: Effects of sample size and bias
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Abstract

Modelling geographic patterns of abundance/density of species is an important step forward in ecological niche modelling, with implications for theoretical and applied ecology. The distance to the niche centroid approach (DNC) is a methodological development toward better understanding how the internal structure of species' ecological niches is related to geographic patterns of abundance. We evaluated this approach under combinations of three sampling scenarios and three sampling intensities for a hypothetical species for which abundance patterns were ideal and strictly controlled. Our results indicate that predictive ability of the DNC approach increased with sample intensity, particularly under a strict random sampling scheme. Model performance under a sampling scenario biased by species' density fell slightly, but was importantly reduced when the source of the biases were attractor sites unrelated with species' traits. We conclude that the DNC approach is only suitable to model species' abundances/densities under particular conditions. First because it is necessary fulfill some assumptions (discussed in this paper), and second because its performance strongly depends on sampling characteristics that are unusual in most biodiversity data.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Ecological niche modelling (ENM) has become a popular approach to estimate environmental conditions under which species can maintain viable populations (i.e., the ecological niche) and the associated potential geographic distribution, particularly when the presence of species is the only information available (Peterson et al., 2011). Presence data, represented as a collection of localities where the species' has occurred, are related to a set of environmental variables via various computational algorithms to predict potential or realized distributions (Franklin, 2009; Peterson et al., 2011).

For years, the field has focused on analysing the robustness of different methods to predict both realized and potential geographic distributions of species (Elith et al., 2006; Graham and Hijmans, 2006; Peterson et al., 2007), transfer models in space and time (Martínez-Meyer et al., 2004; Peterson, 2003; Peterson et al., 2002), or study effects of environmental variables on model performance (Blach-Overgaard et al., 2010; Costa et al., 2008; Gormley et al., 2011). Some studies have explored the capacity of some of these models to inform about abundance (or population density) patterns of species (Bean et al., 2014; Estrada and Arroyo, 2012; Gutiérrez et al., 2013; Jiménez-Valverde, 2011; Nielsen et al., 2005; Pearce and Ferrier, 2001; Real et al., 2009; Tórrres et al., 2012; Van Couwenbergh et al., 2013; VanDerWal et al., 2009). Results of these studies are inconclusive, but in general show that the continuous suitability values provided by models based on presence-only or presence-absence, pseudo-absence or background data rarely are able to reflect abundance patterns adequately.

Recently, Martínez-Meyer et al. (2013) documented that the internal structure of ecological niches derived from distributional information correlates with abundance, and implemented the so-called Distance to the Niche Centroid approach (DNC) to predict geographic patterns of abundance/density; a procedure similar to those applied formerly based on orthogonal variables (Calenge et al., 2008; Hrzel et al., 2002; Robertson et al., 2001). The rationale behind this procedure is that optimal conditions for a
species are found towards the centroid of the ecological niche in a multidimensional space (Brown, 1984; Hutchinson, 1957; Maguire, 1973). According to this assumption, a locality close to the centroid of the n-dimensional niche harbor better conditions for the species and as a consequence higher abundances/densities would be expected at such localities. This idea of a niche optimum towards the center of the hypervolume has been previously suggested (Hutchinson, 1957) or assumed (Brown, 1984; Maguire, 1973), but not empirically tested until recently (Martínez-Meyer et al., 2013; Van Couwenbergh et al., 2013; Yañez-Arenas et al., 2012; but see Austin et al., 1984).

However, it is reasonable to think that abundance is not only determined by scenopoetic, physiologically limiting variables of the fundamental niche, but also by dynamically linked variables (sensu Peterson et al., 2011) of the realized niche, such as availability of resources or the effect of biotic interactions like predation or parasitism. Moreover, the direct link between DNC and the local density/abundance of a species may be made by factors intrinsic to the species (e.g., density-dependence, dispersal) and even because in most instances niche estimations are incomplete in their key scenopoetic and dynamically linked axes or may be based on biased samples unable to represent accurately the niche of the species. Thus, under real-life conditions the realized and fundamental niches (sensu Peterson et al., 2011) estimated from field observations can be a subset of “real” ones (Browning et al., 2005; Pulliam, 2000; Rotenberry et al., 2006; Soberón, 2007).

The success of any spatial model depends upon the quality of input data, and model performance depends strongly on sample size and bias (Hernández et al., 2006; Kadmon et al., 2004; Loiselle et al., 2008; Owens et al., 2013; Reese et al., 2005; Stockwell and Peterson, 2002; Wisz et al., 2008). For ecological niche models, minimum sample sizes seems to depend on the algorithm used for building models. For some methods, reliable models can suppos- edly be developed with as few as 50–100 unique occurrence points (Elith et al., 2006; Kadmon et al., 2004; Loiselle et al., 2008; Stockwell and Peterson, 2002; Wisz et al., 2008). On the other hand, biodiversity data frequently have sampling bias problems, both geographic and environmental, that pose significant challenges for the success of such analyses (Funk and Richardson, 2002; Hijmans et al., 2000; Hirzel and Guisan, 2002; Hortal et al., 2008; Kadmon et al., 2004; Rocchini et al., 2011).

In this study we used simulated data under ideal conditions to evaluate the effects of different sampling intensities and scenarios on geographic predictions of population density provided by the DNC approach. Previous studies support the use this method to predict abundance/density variations from real occurrence data (Escalante and Martínez-Meyer, 2013; Martínez-Meyer et al., 2013; Yañez-Arenas et al., 2012). However, these results veil the detection of caveats and uncertainties due to biases of input data because these sources of uncertainty are unknown. Thus, a population density map with an abundant–centre pattern was developed for a hypothetical species for which its niche and driving environmental variables were known in advance, in order to test the performance of the DNC approach under three different sampling intensities and three sampling scenarios representative of biases common in real occurrence data. The aim was to learn the reach and limitations of this procedure in estimating geographic patterns of abundances under controlled conditions.

2. Material and methods

2.1. Virtual species population density map

A density map for a hypothetical species was generated across Mexico as the study area. We selected four bioclimatic variables from the WorldClim dataset (Hijmans et al., 2005) as the niche dimensions: maximum temperature of the warmest month, minimum temperature of the coldest month, precipitation of the wettest month, and precipitation of the driest month. All variables were in geographic coordinates (datum WGS84), z-standardized (mean = 0; SD = 1), and resampled to a spatial resolution of 1’ (~2 km²).

To populate the distribution range of the virtual species we followed a three-step protocol. First, we calculated the Mahalanobis environmental distance to the multivariate centroid of the four variables across all of the 24,000 cells of Mexico. Subsequently, we selected as the distribution area of the virtual species the 50% of the cells closest to the environmental centroid (i.e., 12,000; prevalence = 0.5), in order to better estimate both commission and omission errors (Fig. 1). Finally, distance values within this distribution area were rescaled via a generalized logit regression model (density = inverse logit [2.729–0.364 × D] × 16, where D is the Mahalanobis distance) to obtain variation of the population density directly related with the used environmental variables. This procedure resulted in maximum density values of 15 individuals/km² when distance to the centroid was zero, and density values approached asymptotically to zero when progressively increasing distances from the centroid (Fig. 2). Under this scheme, we assumed in effect a multivariate normal distribution of density, wherein optimal conditions and maximum abundances of the virtual species occur at sites closest to its ecological niche centroid, as expected from both theoretical arguments (Brown, 1984; Hutchinson, 1957; Maguire, 1973) and empirical evidences (Austin et al., 1984; Martínez-Meyer et al., 2013). Note that these are ideal conditions for the DNC approach, since it was formulated based on the same ecological theory, thus a good performance of DNC was expected under a representative and unbiased sampling scheme. Therefore, our aim was to evaluate the way and magnitude in which DNC performance was affected when sampling departed from ideal, simulating real-life data sampling problems.

2.2. Sampling scenarios

We generated three data collection scenarios, an ideal sampling method (“strict random”) and two biased sampling schemes (“weighted by density” and “randomly biased”), aiming to simulate scenarios of data collection typical of real-world field surveys and museum specimens. For the “strict random” scenario we selected a given number of cells at random within the distribution area. This random survey design assumed that all presence cells are equally detectable, independent of their densities (total detectability); this sampling scenario is equivalent to a protocol in which a field biologist gathers data randomly across the entire range of a species.

The second sampling scenario was “weighted by density.” Here, we set sampling effort to be proportional to local densities of the species. Cells with high density (>10 individuals/km²) were sampled with a probability of 0.64; cells with intermediate densities (5–10 individuals/km²) were sampled with a probability of 0.21; and low-density cells (<5 individuals/km²) were sampled with a probability of 0.14. This sampling scenario thus emulates a situation in which the probability of recording a presence of a species at a locality is directly proportional to the local population density; localities with very low population densities will often be recorded as absences under this sampling scenario.

The third sampling scenario was “randomly biased,” in which data were collected randomly around particular ‘attractor’ areas. This method simulates reserves, universities, or other intensively-surveyed sites, around which biologist tend to concentrate sampling efforts. We distributed sampling effort randomly around 10 attractors within a radius of ~100 km. The positions of attractors were randomly shifted in each run.
Finally, we sought to replicate and evaluate the effects of different data intensities, thus for each sampling scenario we established three levels of sampling effort: 0.01%, 1%, and 5% of all cells within the range of the virtual species, corresponding to 14, 134, and 664 occurrence localities, respectively. We ran 100 replicates for each combination of sampling scenario and intensity, resulting in 900 replicate models.

2.3. The DNC method

Since our purpose was to measure the deviation of ‘biased’ centroids estimated under different sampling scenarios of the niche from the ‘true’ centroid, we followed the DNC approach (Martínez-Meyer et al., 2013 Yañez-Arenas et al., 2012) calculating the niche centroid based exclusively on sampled cells (i.e., the sample centroid), to subsequently estimate the Mahalanobis distance (as opposed to the Euclidian distance as originally proposed by the authors, to account for collinearity of variables) for all cells across the distribution of the virtual species. Mahalanobis distance values were then used as the predictor variable and the ‘true’ density values as the response variable.

2.4. Statistical analysis

We examined the performance of DNC results for each replicate of the three sampling scenarios and intensities by means of generalized additive models (GAMs) relating density values and distance to niche centroid distances. We preferred this model over an ordinary regression model in light of its flexibility in fitting trends, since relationships varied from linear to markedly non-linear. Given that the same four bioclimatic variables were subjacent to all models, we used the percentage of explained variation as the criterion for comparing model performance among sampling scenarios and intensities. All simulations and statistical tests were automated in R 2.15 (R_Development_Core_Team, 2012) via the following libraries: boot (Canty and Ripley, 2006) for logistic back transformation, mgcv (Wood, 2010) for generalized additive models, and raster (Hijmans and Van Etten, 2010) for management of geospatial data.

We used Kruskal–Wallis post hoc multiple comparisons of mean ranks of groups (because of non-normality in data) to compare DNC performance between sampling scenarios and intensities. These tests were used on the collection of values of proportional explained deviance in each of the 100 models run under all sampling scenarios.

3. Results

Explained deviance increased significantly with sampling intensity in both “strict random” and “weighted by density” scenarios (Table 1; Fig. 3). However, under the “randomly biased” scenario, estimated densities for 5% sample size were not better than those with 1%. When sample size was very low (0.01%), only the “randomly biased” scenario accounted for slightly but statistically significant less variation in density than the “strict random” scenario. However, with a higher sampling effort, the three scenarios differed significantly in their capacity to predict...
population density (Table 1; Fig. 3): strict random > weighted by density > randomly biased.

Under the best sampling scenarios (i.e., “strict random” and 5% sample size), DNC density estimations described an inverse, curvilinear relationship to actual density, with only minor scatter (Fig. 4A). DNC predictions were more scattered with smaller sample intensities (Fig 4A), mainly because less suitable pixels (i.e., higher DNC values) varied more in their estimates. In general, increasing sampling effort reduced variability and increased estimation accuracy. This pattern was also observed for the “weighted by density” scenario (Fig 4B), but not for the “randomly biased” scenario (Fig 4C), where DNC prediction variability increased dramatically, showing triangular relationships even for the largest sample size (Fig. 4C).

4. Discussion

Our goal was to evaluate the capacity of the Distance to the Niche Centroid (DNC) approach to estimate population density from presence-only data under different sampling schemes, using a simulated species to fix the most important sources of uncertainty that frequently influence the results of these modelling exercises. Our assessment was carried out under conditions quite distinct from those experienced by modellers with real species: the density of our virtual species is completely controlled by known environmental factors, models incorporated all of the required predictors, and the “true” geographic density pattern is known in advance. In addition, abundance held a multivariate normal distribution, as was observed empirically by Austin et al. (1984) and Martinez-Meyer et al. (2013), and expected from ecological niche theory (Brown, 1984; Hutchinson, 1957; Maguire, 1973). We tested effects of sample intensity and bias on performance of the DNC approach, examining whether model outputs have any potential to predict abundance patterns when deviating from these idealized conditions.

Our results indicated that DNC density estimates were best when presence information for training models came from unbiased sampling scenarios with high sampling intensities. A “strict random” sampling protocol produced the best density predictions, closely followed by the “weighted by density” scenario. That is, random surveys with complete detectability allow better characterization of species’ multidimensional niches. In the “weighted by density” scenario—probably the most common case for vague species—even though detectability was biased towards localities with higher densities, we obtained relatively reliable predictions perhaps because under this scheme most of the niche structure is still captured. Poorest DNC performance occurred when biases were generated by factors unrelated to density, and thus the structure is lost in the sample. In the “randomly biased” scenario, cells used to train models came disproportionally from attractor sites not related to the density of the species (Rocchini et al., 2011). This sampling scenario mimics frequent overconcentration of records that plague many biodiversity datasets (Hortal et al., 2008).

Regarding sampling effort, model performance is well known to be poor with small sample sizes of calibration data (Bojórquez-Tapia et al., 1995; Jiménez-Valverde, 2011; McPherson et al., 2004; Stockwell and Peterson, 2002; Wiss et al., 2008). Similarly, DNC performance increased with sample size; reliable density estimates were obtained with as low as 1% sampling density (N = 134) for the “strict random” and “weighted by density” scenarios. The principal effect of reducing sampling effort was to increase uncertainty at low and moderate densities (see Fig 4A).

GAM results indicated that DNC outputs accounted for an average of 52–99% of explained deviance in density depending on the quality of data used. Previous studies aiming to estimate abundance by means of modelling procedures comparing the environmental conditions in presence localities against a set of background data randomly distributed in the territory (Gutiérrez et al., 2013; VanDerWal et al., 2009) show that the so obtained suitability values have a triangular relationship with densities (but see Bean et al., 2014). That is, low densities frequently manifest in both low- and high-suitability localities, and, in the best cases, models can account only for the upper limit of abundance. We also submitted our data to the most popular presence-background niche modelling technique, namely MaxEnt (Phillips et al., 2006), confirming that inaccuracies tend to appear in localities predicted as highly suitable (see Supplementary Material). On the contrary, DNC can generate high distance values for sites that may nonetheless present at least moderate densities, suggesting that inaccuracies do not seem to occur at high-density sites when optima can be established correctly, which can be considered a significant advantage of the DNC approach. In the best cases, with large sample sizes and a random sampling scheme, relationships between density and DNC were not triangular but slightly curvilinear, where different DNC values correspond to similar densities mainly in the far right portion of the relationship (Fig. 4). This has been observed before (Martinez-Meyer et al., 2013) and suggests that optimal niche conditions—where population size should theoretically be maximal—are present in an area around the niche centroid, beyond which populations decline steeply, as a consequence of the normal multivariate distribution of abundance; but probably this shape of the relationship is also due to the nature of the input data, since presence-only records inevitably loose information.

Our experiments were developed under ideal conditions. The use of occurrence data to identify optimal conditions and predict density patterns represents a significant step forward in niche modelling, but misleading interpretations of DNC results can emerge when optimal conditions do not present a unimodal,

---

Table 1

Summary of post hoc multiple comparisons of mean ranks for all groups, comparing percentage of deviance explained by the relationship between actual population densities and predicted values by the Distance to Niche Centroid (DNC) method under three sampling scenarios and three data intensities. Sr = Strict random, Wd = Weighted by density, Rb = Randomly biased.

<table>
<thead>
<tr>
<th></th>
<th>Sr vs Wd</th>
<th>Wd vs Rb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01% vs 1%</td>
<td>1% vs 5%</td>
</tr>
<tr>
<td>0.01% vs 1%</td>
<td>143.17 ***</td>
<td>146.88 ***</td>
</tr>
<tr>
<td>0.01% vs 5%</td>
<td>149.25 ***</td>
<td>149.25 ***</td>
</tr>
<tr>
<td>1% vs 5%</td>
<td>138.59 ***</td>
<td>56.16 ***</td>
</tr>
<tr>
<td>Sr vs Wd</td>
<td>0.01%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Sr vs Rb</td>
<td>7.20 ***</td>
<td>138.41 ***</td>
</tr>
<tr>
<td>Wd vs Rb</td>
<td>0.87</td>
<td>124.80 ***</td>
</tr>
</tbody>
</table>

** P < 0.01.
*** P < 0.001.
normal distribution (Austin, 2002), as can occur when representation of ecological niches is only partial under real-world circumstances (Browning et al., 2005; Pulliam, 2000; Rotenberry et al., 2006; Soberón, 2007). Problems may also occur if the derived niche optimum is not linked to the environmental predictors used in model calibration, but rather to other environmental dimensions, or to biotic, historical, dispersal constraints, chaotic dynamics, demographic or metapopulational factors (Krasnov et al., 2008). In such cases, distribution of species would be in non-equilibrium with environmental conditions and delimiting the extent of the study area may help in minimizing the role played by these factors (Acevedo et al., 2012).

5. Conclusions

Our results lead us to some basic recommendations when the aim is to make density or abundance estimates from presence information. First, we must be aware that local abundance is the result of the interplay of scenopoeic and dynamically linked variables of both the fundamental and realized niches; as well, the niche fitted from observed occurrences may be only a partial representation of them. In any case, as these contingent variables can have an environmental correspondence, the key issue is if we can obtain enough accurate occurrences reflecting population frequencies. Second, DNC can be a reasonable approach for estimating abundances when only presence data is available but sample size and bias should be taken into account before analyses are performed and conclusions drawn. Third, it is necessary to obtain presence data across the full range of environmental conditions under which the species occurs to have an adequate representation of the realized niche of the species. Full correction for detectability is advisable (Chen et al., 2012; Royle et al., 2005) or at least avoid localities with insufficient survey effort within the area of analysis. Finally, sample size must be large enough to ensure an adequate representation of the species’ niche because insufficient and/or biased records have important negative effects on density estimations. As obvious as this may seems, these caveats represent a worldwide problem since occurrence data for most species are scarce and probably biased. Therefore our results highlight the need to continue collecting and assembling biodiversity information especially in ways that minimize biases.
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Predicting species’ abundances from occurrence data: effects of sample size and bias
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MaxEnt modeling

Previous studies have addressed the ability of a well-known niche modeling algorithm, MaxEnt (Phillips, Anderson & Schapire 2006) to predict species’ abundance (VanDerWal et al. 2009; Tôrres et al. 2012; Gutiérrez et al. 2013; Bean et al. 2014). We tested the capacity of direct outputs of this algorithm to anticipate density of our virtual species.

Methods

Cells sampled in each sampling x intensity scenario were taken as occurrence data and the four environmental variables described in the main paper were imported into MaxEnt, and ran the program on default settings (logistic output; Phillips, Anderson & Schapire 2006). We also ran 100 replicates for each sampling scenario and effort changing at each time the cells used to train the model according to the three used criteria. Dismo (Hijmans et al. 2011) and rJava (Urbanek 2010) libraries were used to link R coding with MaxEnt.

Results

MaxEnt showed highest predictive capacity as sampling intensity increased under the “strict random” and the “weighted by density” scenarios, but not in the “randomly biased” one (Table S1; Fig. S1). The former two showed similarly predictive capacity -regardless sampling effort- and both improve “randomly biased” performance in almost all sample sizes (Table S1; Fig. S1). In contrast the DNC approach, MaxEnt produced positive relationships, with a triangular shape, in which low-suitability values may occur at sites with low and intermediate densities, and high suitability values were predicted at sites with low and high densities (Fig S2). This drawback has been attributed to the influence of local-scale factors not captured in models based on coarse-grained environmental variables (VanDerWal et al. 2009; Gutiérrez et al. 2013). Our results do not support this assertion because abundances of our virtual species were determined only by the four coarse-grained environmental variables. Like Aarts et al. (2012), we suspect that presence-only methods – such as MaxEnt- are only capable of reflecting the frequency of observations used in the modeling process.
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Table S1. Summary of post hoc multiple comparisons of mean ranks for all groups, comparing percentage of deviance explained by the relationship between actual population densities and logistic outputs of MaxEnt method under three sampling scenarios and three data intensities. Sr = Strict random, Wd = Weighted by density, Rb = Randomly biased. * P<0.05; ** P<0.01; *** P< 0.001.

<table>
<thead>
<tr>
<th></th>
<th>Sr</th>
<th>Wd</th>
<th>Rb</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01% vs 1%</td>
<td>15.71***</td>
<td>8.68**</td>
<td>10.34***</td>
</tr>
<tr>
<td>0.01% vs 5%</td>
<td>35.05***</td>
<td>24.63***</td>
<td>22.15***</td>
</tr>
<tr>
<td>1% vs 5%</td>
<td>6.96**</td>
<td>9.12**</td>
<td>2.06</td>
</tr>
<tr>
<td>Sr vs Wd</td>
<td>0.01%</td>
<td>1.00%</td>
<td>5.00%</td>
</tr>
<tr>
<td>Sr vs Rb</td>
<td>4.96*</td>
<td>276.00***</td>
<td>76.94***</td>
</tr>
<tr>
<td>Wd vs Rb</td>
<td>0.94</td>
<td>31.06***</td>
<td>85.17***</td>
</tr>
</tbody>
</table>
Figure S1. Summary of the overall fit of Generalized Additive Models (GAMs) used to predict density via MaxEnt method under three sampling scenarios of randomness or bias and three sampling intensities (0.01%, 1.0%, 5.0% of total cells). Box plots extend from the first quartile (Q1) to the third quartile (Q3); the median (Q2) is also represented.

Figure S2. Relationships between “true” densities and MaxEnt logistic output scores under three sampling scenarios and three data intensities. Dark lines represent General Additive Model (GAM) best-fit curves and grey points show actual data in relationships. A = Strict random, B = Weighted by density, C = Randomly biased.